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Abstract—In recent years, malware has proliferated into wire-  capture worm spreading dynamics [8, 9]. One of the most
less LANs as these networks have grown in popularity and popular models is the SIR model developed by Kernack and
prevalence. While the actual effects of malware-related revork Kendrick that introduced the notion of compartments which

traffic has been studied extensively in wired networks, angsis desribed th . h f th f idemic:
has been limited in wireless networks. esribe e various phases of the course of an epidemic:

In this work, we investigate a defense strategy based on optial ~ Starting phase depicting slow growttexplosivegrowth and
control that quarantines malware by reducing the communicdion remission It was assumed that the contacts between the

range of mobile nodes. We characterize how such a solution members of a population are purely random. This makes it

affects the performance of a wireless network through simud- g jitap|e for application to a network of computers inclgglin
tions, leading to a better understanding and prediction of @&fense those connected through wireless

protocols that reduce the speed of malware propagation witim . . .
wireless networks. In this work, we investigate a defense strategy based on

optimal control [10] that quarantines the malware by redgci
the communication range of mobile nodes. The intuition be-
. INTRODUCTION hind the approach is to act in a way that reduces the frequency

There has been significant research on the topic of malwatgscontact between the mobile nodes which in turn supresses
with a majority of the research focusing on propagatioime spread of the infection. While this decreases the chance
modeling, detection, and application characterizatioalWdre of infection, it also decreases the network performanceit As
spreads through computer networks by searching, attackiiggimportant for countermeasure design to be able to roughly
and infecting remote computers automatically. Malware- ousredict how the performance is affected with different maaiev
breaks such as the Slammer [1] and the Code Red [2] wormsmiadels, we propose an agent for ns-2 that models the behavior
the wired Internet have not only induced expenses in biliomf the malware as governed by theory. Later, we characterize
but also in a wealth of research [1]-[5]. how a defense strategy such as the one proposed earligisaffec

As the ubiquity of networks continues to grow, there is alsperformance of a wireless network. This will lead to a better
an increase in the number of pervasive devices using adhowerstanding of defense protocols that would reduce the
communications, allowing direct local interaction betweespeed of malware propagation within wireless networks.
devices in addition to maintaining links to centralizedesx  The paper structure is as follows: We provide an overview
points. An increaing number of users utilize these device$ the system model in Section Il, the simulation model
for a variety of applications such as file-sharing, VoIP etin Section 1ll, and present initial results in Section IV. We
Unfortunately, this increased mobility and connectivitgates conclude with ongoing and future work in Section V.
ground for another propagation vector for spreading mawar
Wireless networks differ from wired in the sense that resesir Il. SYSTEM MODEL
are quite limited so a carefully designed malware can causé/Ve consider the deterministic compartmental SIR model to
new forms of havoc. For example, the Zotob worm [6] usedharacterize the worm in our system. In such a deterministic
port 445 to infect its victims. Most enterprises block porfnodel, individuals in the population are assigned to déffer
445 internally so the worm could have propagated via laptopdbgroups(compartments), each representing a specifie sta
which were infected while outside the corporate network arfd the epidemic. The model assumes that the population size
subsequently infected other machines after connectingeo N & compartmentis differentiable with respect to time aat t
intranet. Another example was the Cabir worm [7], which hthe epidemic process is deterministic. The SIR model censid
the mobile phones in June 2004. Its goal was to drain tgés a fixed population with three compartmerstssceptible:
battery by excessively using the bluetooth scanning featu¥(t), infected: () andrecovered:R(¢). At any given time,
present in a mobile phone. the following represents the different types of individuiat

In order to understand the seriousness of future wore system:
threats, there has been significant research into varides- In « ng(t) represents the number of individuals not yet in-
net worm models. In epidemiological research, a number of fected with the disease at timéhose susceptible to the
deterministic and stochastic models have been explored tha disease).
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« ns(t) denotes the number of individuals who have been J = /T (CI+ l)dt (11)
infected with the disease and are capable of spreading the t=0 U

disease to those in the susceptible category. where C' determines the relative importance (hazard) of the

« nr(t) represents those individuals who have been isfection. In this work, we consider only the first case and
fected and then recovered from the disease. Those in thigye the second as part of our future work.

category are not able to be infected again or to transmit
the infection to others. I11. SIMULATION MODEL
Let the fraction of the infective nodes at timéoe denoted ~ Our simulation consists oV wireless hosts that can reach

by I(t) i.e. I(t) = n;(t)/N. Likewise, letS(t) = ng(t)/N each other through a routing algorithm (AODV in our imple-
and R(t) = ng(t)/N represent the fraction of suscemib@nentation). Nodes are assumed to move in a limited region
and recovered nodes at timaespectively. Kurtzt. al [11] (of areaA) and according to theandom waypoint mobility
showed that if N is large, ther§(t) and I(t) converge model. A node stays in one of the three states at any time:
asymptotically to the solution of the following differeati Susceptiblginfectious or recovered A node is in “recovered”

equations: state when it has been immunized against the infection. This
$=_pIS (1) immunity is achieved when it comes into contact with a
. security patchdeployed byhealer nodes. Further, we also
I=pIS—~I (2)

assume thahealer nodes cannot be infected and once nodes
R=~1 (3) have been recovered, they cannot be re-infected. Thus, the

Here as well as in the rest of the papé¥, represents state transition of any host can bsusceptible-infectious-
the derivative of X with respect tot. Khouzaniet. al [10] recovered’or “susceptible-infectious’When a node becomes

present a containment strategy based on power control tf§gcted, it sends out a sequence of infection attemptsiguri
assumes that the reception gain of the susceptible nodes [ afetime. At each infection attempt, the infected noderss
variable controlled by the system. Upon detection of malisi for neighbors within its communlc_anon range to infect and
behavior, the reception gain of the susceptible nodes can$5&'ds outa packet to a random neighbor. If this packet reache
reduced. This effectively reduces the communication rasige@ Node, the node becomes infected. The set of neighbors will
the nodes to lessen the frequency of contacts between q%;rease if the transmission range is .Iovyer. Note that the re
infectious and susceptible nodes. This reduces the préipagaC€iver can reduce the sender's transmission range by logeri
rate of the infection, thus extending the time available fdfS reception gain and vice versa. Thus, the transmissiogera
recovering the infective nodes. Note that the communipati§an Pe considered the control parameter used in minimizing a
range depends on both the transmission and the reception ghYeN cost function. To understand the effects of congastio
of two communicating nodes and reduction of any of thed¥ allow susceptible nodes to select a destination (thabts n

gains reduces the communication range. The set of equati@g§essarily one-hop away), and transmit packets to it. Such
(1), (2), (3) can then be written as follows: packets need longer to reach the destination as the packgts m

Y _ need to go through multiple-hops. Thus, the delay expegi@nc
S._ —BulS,S(0) =1-1o “) by legitimate packets increases with the increase of iidfest
1= BUIS_'VI’I(O) =1Io ®) packets. It should be observed that the recovery process is
R=~I,R(0)=0 (6) not affected by the reduction in the transmission range (but
5 ill depends on the patch distribution frequency or thaltot
number ofhealer nodes in the system along with the state
of transmission - whether thieealer nodes are unicasting or
broadcasting security patches).
Umin < U < 1, Upin > 0 @) Our simulation is structured into two separate parts for the
. . S sake of simplicity. In the first part, we calculate the swiitch
with the following state constraints: time t;, which is defined as the time at which the nodes
0<S LR (8) change their communication range from,,, t0 u,, OF
S+I+R=1 (9) vice versa (assuming linear dependence shown in Equation 10

The structural results(variationr.t. time) of the optimal com- Note Fhat for a simulation S‘?t“r?gs does not haye to exist
in which case the communication range remains unaltered.

munication rangey as a function of time, that minimizes theC lculai ivol vina th £ diff al .
overall system cost which captures desired tradeoffs hestwe alculatingt Involves solving the set of differential equations

communication efficacy (and hence QoS) and containment%qve.med by (4), (5), (6) foran optimaJ to minimize the_cost.
the worm was obtained [10] for two cases: functions (10) and (11) respectively. We achieve this using

1) Cost function is linear in both and I AMPL [12] equipped with thesnoptsolver [13]. AMPL is

whereuw is the communication range of the nodes and is t
control variable for the system, which is bounded between
maximum and minimum value:

T an algebraic modeling language for non-linear optimizatio
J:/ (CT — u)dt (10) problems. Later, this switching time is used in a wireless
t=0 simulation driven by ns-2 [14]. At, the reception gain of

2) Cost function is linear il but non-linear inu the nodes is appropriately adjusted. At the beginning of the
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Fig. 1. Behavior of the different types of nodes as modeledsi?

wireless simulation, several hosts are initially infeasoand representation) for Equation 4:

the others are all susceptible. Whenever a node comes imto th

communication range of an infected node, the worm attempts Sty1 =S¢ — furleSy (13)
to send out a sequence of infectious attempts. In additiage can observe tha$,,, decreases whenevéy > 0 and

an infected host will not change its infection behavior if it,, > 0. Thus if I, > 0 andw, > 0, ¢, is decreasing for any

is infected again by other copies of the worm. Susceptiblg > 0. This implies that there can never be a steady state
nodes continue to communicate with other nodes within th&ihere ¢, = 1 and I, > 0. Further if I, is increasing, it is
communication range. Healer nodes remain unaffected by afting so at a diminishing rate. And i, is decreasing it is
range controls applied and continue to patch infected nodgsing so at an enhancing rate. Thus in a system egiinstant
For the sake of brevity, the behavior of the different typés @opulation the infection will always disappear in the long run.

nodes is depicted in Figure 1. Figure 3(b) shows the case where 10% of the nodes are
infected but with range control applied. Initially, the com-
IV. RESULTS nication range is set to,,;,(normalized to 0 in this case). This

We first investigate the linear dependence of the cost furfyevents th_e nodes from communicating with each other. Be-
tion on both/ andu. Khouzaniet. al[10] theoretically proved cause of th's_’ th? system u_ndergoes no change;Ats - 87’_
that the optimal communication range for the cost functidh® communication range is setﬁgam(nqrmal|zed_to 1_'” this
in (10) is of the bang-bangform. As shown in Figure 2, case) allowing the nodes_start_ transmitting again. F!gmcé 3
the communication range possesses only two possible valgB8Ws the system behavior with range control applied to the
Unmin @Nd1ma. and switches abruptly between them at certaﬁrse where there are 20% |r_1fect|ous nodes. As expected t_he
switching timesWe first proceed to verify their result usingS ope of the_ |n_fect|on curve increases after the nodes begin
AMPL andsnopt The behavior of: is shown in Figure 2. We the|_r transmission at thewﬂchmg time .
show the variation in the number sfisceptibleinfectedand Figure 4 shows the behavior of the system using ns-2.

H . . i 1 O
recoverechodes in the system when the communication rangédure 4(2) shows the behavior when 10% of the nodes are

is not considered. This provides us with basis for behavior waltially infected and range control is not applied. We beé
can expect while simulating the scenario using ns-2. Fro at the performace of our agent bears close resemblance

here on, we make it implicit that all experiments assume thQ the beh_aV|or _obtalned using usidgMPL and snoptand _
parameters shown in Table IV that the minor differences are due to fact that the thealktic
Figure 3(a) shows the cas.e where range control is 1 del does not consider the network_topology and th(_e alesolut
applied. As the model is deterministic, this behavior repres vallues (t)rf1 the speepl of .tt?]e nodes. Flggurle 4(b|). a:jndTIEgutrﬁ 4(c)
the baseline for the rest of the experiments. In most CangPWS € scenario with range controt applied. the theory
the number of infected nodes will either be increasing gpsumes tha}t before tlswnch!ng time nodes can reduce their
decreasing. The key here is to note that there cannot exist’ munication range but still allows tirecoveryprocess to

steady state pointe, the number of infected nodes CarmO(t:ontinue. However, in our model, we do not allow this because

A . . when a node reduces its communication range, it will not be
remain the same as increases. To see why this is true, ge,

consider Equation 5 written as a difference equation: able to receive any packets from tlfnealers AIS.O’ it may
be necessary to bind the cost function to a suitable network

Lot = I + Bug Sy — 71y = I(1 + BusSi — ) (12) metric suc_h as network throughpu_t or _nc_)de connectivity Irc_) ge
a better picture of the effect of minimizing the cost funatio
If we let ¢ = 14 puS —~, this is clearly the epidemic thresholdWe defer this to our future work.
for the model with constant population. The valueg afecides
whether the infection is increasing or decreasing( lis 1, u u u
then eitherl; = 0 or {;+1 < (. If I; = 0 indicates that

the infection ended. This case is obvious but if we consider ! | | | o
Ct+1 < (. ¢ depends on three constants {, 1) and two state 1T w 5 ‘ 1
variable;, u;). If we look at the difference equation(discrete @ (6) ©

Fig. 2. Bang-bang structure
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communication range. \We characterize how such a somtlﬂﬂ] T. Kurtz, “Solutions of ordinary differential equatie as limits of pure
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